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Introduction

Following the controversy around the flawed statistical model that was applied to standardise students’ A-level results in England this summer, this APPG AI meeting took a closer look at different forms of AI-based assessment systems in education. Specifically, we explored the question of how these AI-technologies could contribute to a fairer assessment of students’ performance at all levels of the education system. We discussed how these technologies can be deployed safely for students and teachers and how to ensure that they deliver accurate and transparent results. Further, we explored how AI-based assessment systems compare to teachers’ assessment and how they may impact students’ performance, motivation, and trust.

The APPG AI Evidence Meeting convened a group of experts in education research, technologists, teachers, and education policy.

- **Professor Simon Buckingham Shum**, Professor of Learning Informatics, University of Technology Sydney (UTS)
- **Victoria Sinel**, AI Ambassador, Teens in AI
- **Cori Crider**, Co-Founder, Foxglove
- **Laurence Moroney**, Lead AI Advocate, Google USA
- **Priya Lakhani O.B.E.**, Founder & CEO, CENTURY TECH, Intelligent Learning, Artificial Intelligence in Education
- **Janice Gobert**, Professor of Learning Sciences & Educational Psychology, Rutgers University
- **Co-Chairs**: Lord Clement Jones OBE and Stephen Metcalfe MP, UK Parliament
- **APPG Secretariat**: Professor Brigitte Andersen, Big Innovation Centre
This meeting was chaired by Stephen Metcalfe MP and Lord Clement-Jones CBE.

Parliament has appointed Big Innovation Centre as the Secretariat of the APPG AI, led by Professor Birgitte Andersen (CEO). The Project Manager and Rapporteur for the APPG AI is Dr Désirée Remmert.

The evidence presented at the APPG AI meeting suggests that a government-led initiative is the key measure to ensure that the benefits of AI-driven assessment tools can be fully harnessed. This initiative supported by educators, researchers, and developers, fosters AI knowledge in teachers, students, and the public. Stakeholders must be involved in the design and implementation of these technologies to ensure their applicability and user-friendliness.

Further, the government must provide adequate funding to schools and individual students to make sure that there is equal access to AI-tools in education across the entire education system. Beyond this, the government must secure regular independent auditing of these technologies to guarantee their fair and accurate deployment in classrooms.

The brief will start with a discussion of how the AI-based assessment system can improve teaching at UK schools and universities. Here, we will look at some of the challenges that these technologies present - specifically, we want to explore how to guarantee that students' trust in a fair assessment of their performance will be preserved when applying AI-assisted assessment methods. We will then have a closer look at how AI-technologies might contribute to a restructuring of formal assessment in schools and at university. In particular, we will discuss the benefits of formative versus summative assessment and how an AI-assisted, less exam-oriented culture at schools and universities might positively affect students' performance and mental well-being. The brief will conclude with suggestions for policymakers on how to facilitate the fair and transparent deployment of AI-based assessment systems in education and summarise the benefits and challenges that the application of these technologies might mean to students, teachers, parents, and the wider society.
1. How can students and teachers profit from AI-based assessment systems?

The controversy around the statistically adjusted A-level results in England in August 2020¹ has given rise to a broader public debate on the deployment of AI-technologies in education. In this context, especially AI-assisted assessment technologies and their applicability at schools and universities in the UK have gained attention. However, it is critical to acknowledge that the statistical models that were used to generate the standardised grades are fundamentally different from those specialised AI-assessment tools that will be discussed in this brief. Nevertheless, the controversy might have amplified existing fears among students and teachers around AI-technologies in education that must be taken into account when discussing the deployment of AI tools at schools and universities.

Cori Crider, Co-Founder of Foxglove, states their concern about the way government adopted algorithmic decision-making in the context of the A-level exams in 2020. She criticises that the process of grade standardisation happened

“combined with a lack of transparency, a lack of adequate public consultation, a


lack of governance, and lack of understanding of the risks and limitations inherent to the technology. This has led to serious and costly failures which have both harmed the individuals affected by the decisions and wasted considerable sums of public money.”

Janice Gobert, Professor of Learning Sciences & Educational Psychology at Rutgers University, points out that the method with which the A-level results were adjusted was inherently flawed due to its reliance on aggregate data to predict the score of an individual student. Gobert explains:

“Specifically, an "AI algorithm" was developed that used an individual student's scores based on their teachers' grades in addition to an aggregate of each student's school data from prior years. However, using aggregate data to predict the score of one student is problematic, whether the method to do this was AI algorithm or traditional statistical techniques such as regression. Note the issue here is NOT that AI was used to do this—rather, the problem is that aggregated data was used to predict an individual's score(s).”

Basing high stakes decisions on these data, she continues, increases the risk of errors as it will mostly favour students whose scores are situated around the average of the aggregate pool. The outliers, however, might see their grades either deflated or inflated.

Crider, drawing on an in-depth examination of the issue conducted by Foxglove, argues that “Ofqual’s model was irrational, arbitrary, failed to take account of relevant considerations, and took into account irrelevant considerations.” Specifically, she criticises that the model failed to consider teacher assessment in cohorts of more than 15, instead of relying on those assessments in cohorts under 5, which additionally skewed the results. Further, Crider asserts, the entire process lacked transparency which made it difficult to know how results had been generated:

“It was extremely difficult to access timely information about what the system was or how exactly it worked. On “results day”, individual students were provided with no clear explanation of how their grades had been decided. This undermined trust and made it more difficult for students to understand or challenge decisions”.

Victoria Sinel, AI Ambassador at Teens in AI, delivered a moving account of how her A-level results had been negatively affected by an unfortunate interplay of Ofqual's standardisation method and a change of teachers in her class. Receiving grades that were far below the average grades she had received before, she had to shelve her plans for further education and repeat a year at college. Sinel reports:

“To say I was disappointed when I opened my results was an understatement, in fact to see that the A-Level algorithm had lowered every single one of my grades that my teachers gave me just based on the college I attended was demoralising. I’m now having to spend a third year in college because even one of the grades I got from a
However, Sinel acknowledges that she is aware that the errors resulted from flawed models and a problematic methodology and argues that she would still trust tested AI-systems to deliver a reliable assessment of student performance in the future. Nevertheless, the experience she and her peers have made with assessment technologies during their A-levels might leave a lasting negative impression that might be difficult to erase as they move on into further and higher education.

Priya Lakhani OBE, Founder and CEO of Century Tech, expresses her concern that the controversy around Ofqual’s exam standardisation methods has undermined public trust and might bias students against data-driven technologies in assessment in the future. Lakhani argues that Ofqual’s model “despite not being a sophisticated use of AI, it still failed to adhere to basic ethical principles, such as impacting positively on learning, being fair and explainable to those it impacts, and using unbiased data.” Lakhani fears that the public mistrust that the controversy caused might set back data-driven technologies in education for years. This would be especially unfortunate considering the many benefits that AI-driven assessment systems could offer teachers and students.

Simon Buckingham Shum, Professor of Learning Informatics at the University of Technology, Sydney, highlights some of the benefits that AI-based learning and assessment software could bring to education. He argues that AI tutors, if used in an informed manner, can pinpoint students’ strengths and weaknesses with great precision and alert teachers to the areas where individual students will potentially need special attention. Predictive models can thus efficiently assist teachers in becoming “more proactive, providing more timely support to students before they drift too far off course.” This will be especially beneficial to larger classes in which individual students usually do not receive sufficient personalised assistance from teachers.

Further, Buckingham Shum argues, time-consuming types of assessment and feedback might be facilitated with AI-assessment technologies which will result in more timely and detailed feedback for students and the alleviation of teachers’ workload. For instance, learning analytics generated with activity data that is collected through students’ interaction with learning technologies can provide students and teachers with evidence-based predictions of their personal needs. This way, they enable timely interventions that will contribute to a more effective learning experience for students (Lim et al. 2020: 2).2 Recent research has even shown that personalised feedback from learning analytics software elicits positive responses and can effectively increase motivation in students (Lim et al. 2020: 16). The

---

authors found that “[…] even though the feedback was automated to facilitate the provision of feedback at scale, students still recognised the role of the instructor in generating the feedback, as shown by the frequent comments pertaining to the perception of care” (ibid.).

Moreover, Gobert stresses, besides improved personalised feedback on their performance, novel forms of assessment that AI-driven systems can facilitate might also improve students’ learning. She stresses that especially in science, **existing assessment methods would not prove ideal for assessing students’ knowledge.** Gobert highlights the multiple problems that arise in the context of multiple choice and high-stakes summative tests. While easy to grade, these methods do not offer any conclusion about the reasoning that underlies students’ answers or are too general to provide an impression of a student’s level of knowledge on a particular matter. Gobert explains: “Multiple-choice items are easy to grade, but these items are not authentic to the practices of science thus their ecological validity is very low, and they are not sufficient to assess the competencies outlined by international frameworks.” Especially **summative tests** that are built around a multiple-choice structure, Gobert argues, would produce many false positives as students’ have a 25% chance of getting the answer right.

However, despite all the benefits that AI-driven assessment and learning analytics can offer students and teachers, Buckingham Shum notes, it must be considered that **learning software cannot replace human warmth and connection.** Nevertheless, AI tools in education, especially those that take over time-consuming tasks like student assessment, can free up space in teachers’ schedules to engage with students and foster the classroom community.

---

3 See Janice Gobert’s evidence statement in the appendix for a detailed list of assessment problems and literature references.
2. How could the deployment of AI-based assessment help us rethink exams in the UK?

AI-assessment systems are likely to bring important changes to the exam culture at schools and universities and might initiate a fundamental transformation of the current assessment methods. Lakhani emphasises that the benefits of AI technologies might bring a “beneficial cultural change to education” – if used properly. Specifically, she continues, the deployment of AI in student assessment could instigate a move away from summative assessment. Summative assessment comprises methods of performance evaluation in the end of a specific period. It sums up the taught material and assesses what the student has learned. Instead, AI could facilitate a greater emphasis on formative assessment which comprises regular, light-touch tests that convey an impression of a student’s progress to teachers. Lakhani argues that

“[b]y using technology like AI, a shift towards formative assessment would reduce the exam season stress that blights the lives of teachers and students alike. It would provide a more accurate picture of the student’s ability. It would reduce the distortive, destructive motives to ‘teach to the test’, helping children to learn more naturally and freeing up time and energy to focus on what children need to learn in order to truly thrive.”

Similarly, Buckingham Shum advocates for a rethink of the current exam culture in the UK. He argues that high stakes exams may become irrelevant as a method to convey teachers an impression of students’ knowledge and abilities. The usefulness of exams to offer conclusions about students’ performance would be particularly questionable due to the artificial conditions
under which the assessment is made. By contrast, **AI-driven learning tools powered by analytics**, he notes, “can continuously assess students as they are learning over extended periods, under diverse and more authentic conditions, providing a more robust picture of their ability.” Buckingham Shum stresses that an automation of teaching, assessment and feedback would be **especially effective in STEM** (Science, Technology, Engineering, and Mathematics) subjects. He notes:

“There is great interest in **adaptive AI tutors that coach students at their own pace until they have mastered core skills and knowledge**. The full automation of teaching, assessment and feedback works for certain modes of teaching and learning, and where the student's mastery of the curriculum can be modelled in detail. In STEM subjects, there’s evidence that compared to conventional learning experiences, students in school and university can learn more quickly and in some cases to a higher standard, using AI tutors.”

Nevertheless, Lakhani stresses, **AI-driven formative assessment and teacher oversight must go hand-in-hand**. Input and feedback are not mutually exclusive, she explains, and the insight of educators to students’ abilities and progress must be part of AI-based assessment systems.” Further, AI-based assessment is **not limited to quantitative data but can be supplemented with qualitative assessment by teachers**. Learning and assessment technologies operate with highly advanced methods, Gobert explains, which makes their assessment and predictions highly reliable if used correctly. For instance, **high fidelity log files that are generated through students’ engagement in virtual inquiry**, can offer greater validity than multiple-choice tests. Thanks to methodological advances in computational techniques, Gobert stresses, AI-driven assessment software can provide further insight into students’ learning processes. “Data-mined algorithms”, she explains, “can handle the 4 v’s in students’ log data, namely **volume, veracity, velocity, and variability** […] . Lastly, data-mined algorithms can be used to **assess students in real time, at scale, and to drive scaffolds to students while they learn, blending assessment and learning** so instructional time is not used for assessment.” From this follows that the skilled application of AI-driven learning and assessment tools can present teachers with a more detailed and accurate picture of students’ performance.

Predictive analytics might play a central role in the classroom of the future to help teachers take pre-emptive measures before individual students can fall behind. Predictive analytics (PLA) “are a group of techniques used to make inferences about uncertain future events.” In the educational domain, one may be interested in predicting a measurement of learning (e.g., student academic success or skill acquisition), teaching (e.g., of value for administrations (e.g., predictions of retention or course registration)” (Brooks and Thompson
Predictive models can support teachers with providing support to students in a timely manner, taking proactive measures before students fall too much behind can thus benefit the learning progress of individuals and the class. AI-driven assessment and feedback systems enable students to receive more detailed feedback than teachers can provide with the current teacher to student ration in schools. “This pays off particularly in large classes”, Buckingham Shum explains, “and for student work that is time-consuming to grade and give good feedback on, examples of the latter being complex capabilities such as producing high quality academic writing, and face-to-face teamwork.”

However, without a thorough introduction to these new technologies, there is a risk that teachers will not use the software to their full potential. Educating teaching staff about these technologies is thus indispensable to the effective implementation of AI tools in education. Further, research in this field warns that whereas these tools can provide rich insights into students’ performance, they might also lead to an “information overload” that complicates the work of teachers and might have an adverse effect on their ability to assist students (Herodotou et al. 2019: 1274). It is after all the task of the teacher to transform insights delivered by learning technologies into interventions in the classroom (ibid.). For this reason, the expert speakers at the APPG AI meeting agree, the introduction of AI technologies into schools and universities must happen in close collaboration with the teaching staff. “We all know that we can be crushed or boosted by the way feedback is given to us. Designed and used well, AI can amplify all that we know about the provision of timely, actionable, personalised feedback, that both motivates and challenges” argues Buckingham Shum, “[…] students report a stronger sense of belonging when AI is used to expand the teacher’s ability to give good personalised feedback to hundreds of students. But in a dysfunctional teaching culture, tools powered by analytics and AI are dangerous because of the speed and scale at which they operate.”

3. How to ensure the safe deployment of AI-based assessment systems in education: Suggestions for policymakers

A major step towards the development of safe and accurate AI-driven assessment tools for education is the fostering of relevant R&D skills with targeted government-led initiatives. Laurence Moroney, Lead AI Advocate at Google, advocates for the adoption of training programmes at universities and schools to increase the pool of AI talent in the population. Moroney notes that

“many of the recent technological leaps forward that created new economies succeeded because there was a critical mass of developers building applications using these technologies, driving innovation, launching new industries, and creating jobs, wealth and more. […] We've had AI before, but it failed, and the famous ‘AI Winter’ happened. One reason could be that while great papers were written, and great inventions were made, there was no real way for developers to build with this and get it into the hands of users. […] Ultimately, by having a critical mass of developers, we believe that AI will become as normalized in our lives as the Web or the Smartphone. That's ultimately what success will look like, and the key to this is broad, accessible, education.”

Likewise, Moroney stresses, employers will need assistance in finding AI-talent, especially those with expertise in machine learning, when it comes to the development of AI tools in education. He reports that

“often, employers want to use ML or AI in their products but have no idea about how to go about it. When hiring staff, there was a general sentiment that they didn't have internal skills to identify the correct people to help them, and often relied on anecdotal questions they found on the internet!”

Offer foundational training for teaching staff to guarantee a safe deployment of AI assessment software in schools

However, not only is there an ever-increasing need for educational programmes to foster AI-developers and providing employers with assistance in identifying talent, but also foundational training for teaching staff is needed to guarantee a safe deployment of AI-based assessment software in schools and at universities. Buckingham Shum flags the education of teachers as one of the major challenges to the safe and effective deployment of AI-driven software in the classroom:
“When teachers are suitably trained, they use the tools well, and value the insights they gain to make better use of their time. However, upskilling teachers is all too often neglected and under-funded.”

Moreover, teacher training is indispensable to ensure that the limits of AI technologies in education are recognised. Teachers, as well as students, must be equipped to over-rule an AI diagnosis. They should be trained to critically engage with the data generated by the software to know when human intervention is necessary. Buckingham Shum stresses: “[…] reliable and fair outcomes depend on greater human agency […] In fact, critiquing and teaching an AI tool is a powerful form of learning for students.”

Involve educators in the shaping of AI tools to build trust in an AI enabled education system

Buckingham Shum also emphasises the importance of involving educators in the shaping of AI tools to build trust in the system. He thus backs the recommendation given by educators and education researchers in the APPG AI evidence meeting on the implementation of AI tools in the curriculum that was held in March 2020. Like our previous speakers, Buckingham Shum asserts that giving educators a voice will make them feel respected and help them “becoming champions to their peers”. In this context, Lakhani stresses the need for education of the benefits of AI-driven tools among both, the public and, more specifically, among educators, to end a “technophobia” that risks having a detrimental effect on the quality of education in the future:

“In addition to convincing the public as to the benefits that algorithms can offer, we must also embark in an education of the education sector to overcome the false fear-mongering idea that ‘robots’ will take over our schools. No other sector suffers from the same technophobia that persists in education. We must persuade the public that shying away from technology in education is effectively akin to sending our educators into the classroom without the tools they need to do their job.”

Engage the Public in open discussion on the use of AI technologies in education

Crider suggests encouraging public engagement in AI technologies in education through appropriate Select Committees or APPGs (e.g. this APPG) that can convene a series of public events on “democratic engagement and government algorithms”. Here, members of the public can engage in an open discussion on “when and how algorithms used to ‘assist’ government policy are appropriate (and when not), how they must be designed to comply with equality law, and what safeguards are necessary”. In order to guarantee that the software
deployed in class is up to current standards, Crider recommends,

“independent auditors (experts in statistical/algorithmic bias as well as educational assessment and attainment) (have) to audit the systems – at design stage and regularly after implementation. Auditors should scrutinise the extent to which people holding protected characteristics, such as nationality or race, are disadvantaged. (Disadvantage can arise through direct data or data which operates as a proxy for a protected characteristic.)”

Further, she recommends that AI-based assessment systems must provide “a reasoned, articulated decision” to individual students who are “subject to any form of assessment, including factors that were weighed in the award of a grade or the decision to pass or fail”.

Launch a nationwide scheme to provide all school children with electronic devices for AI supported and upgraded education

Moreover, Lakhani stresses, there is the urgent need for a nationwide scheme that provides all schoolchildren with the electronic devices necessary to reap the benefits of an AI-supported education. This investment, she stresses, would pay for itself over time through the benefits for society accrued with the help of improved education. “With no sign of COVID going away,” Lakhani argues, “it seems sensible this is the right place to start to ensure learning continues, never mind assessment.” Further, she notes, future grading algorithms must be developed and applied with close adherence to ethical guidelines. They must be transparent and developed under consultation with experts. For such grading system to be reliable, Lakhani points out, more granular data on students' performance throughout their education must be provided and, for this to be possible, the general lack of technology infrastructure in all UK schools must be addressed.

Summary

From this follows that a government-led initiative, supported by educators, researchers, and developers, which fosters AI knowledge in teachers, students, and the public is the key measure to ensure that the benefits of AI-driven assessment tools can be fully harnessed. Stakeholders must be involved in the design and implementation of these technologies to ensure their applicability and user-friendliness.

Further, the government must provide adequate funding to schools and individual students to make sure that there is equal access to AI-tools in education across the entire education system. Beyond this, the government must secure regular independent auditing of these technologies to guarantee their fair and accurate deployment in classrooms.
4. Evidence

Simon Buckingham Shum, Professor of Learning Informatics,
University of Technology Sydney (UTS)

Thank you for the opportunity to contribute to the important work of this All-Party Parliamentary Group on Artificial Intelligence. I am Professor of Learning Informatics at the University of Technology Sydney, prior to which I was a professor at The Open University in the UK. Over the last decade, I have been active in shaping the emerging field of Learning Analytics, co-founded the Society for Learning Analytics Research, and have published extensively on the human-centred design of educational technology powered by analytics and AI, with specific attention to the skills and dispositions learners need for lifelong learning.

WHAT ARE THE BENEFITS AND CHALLENGES OF DIFFERENT TYPES OF AI-BASED ASSESSMENT SYSTEMS IN EDUCATION?

There is great interest in adaptive AI tutors that coach students at their own pace until they have mastered core skills and knowledge. The full automation of teaching, assessment and feedback works for certain modes of teaching and learning, and where the student’s mastery of the curriculum can be modelled in detail. In STEM subjects, there’s evidence that compared to conventional learning experiences, students in school and university can learn more quickly and in some cases to a higher standard, using AI tutors [1-4].
A different class of technology has no deep knowledge of the curriculum or students’ expertise but can still predict if a student is going to struggle academically [5, 6]. Student-support teams skilled in the use of predictive models are improving outcomes for struggling university students by making more timely interventions [7-10].

I will flag two challenges for the way we introduce these tools.

A key factor is teacher training. When teachers are suitably trained, they use the tools well, and value the insights they gain to make better use of their time [3, 10]. However, upskilling teachers are all too often neglected and under-funded.

Secondly, while AI tutors can enable impressive gains in the efficiency of learning core skills and facts — what do we do with the time this release in the curriculum? Do we fill those free slots with more disciplinary knowledge and skills to master? A smarter strategy is to enrich the curriculum with activities to more fully develop the qualities that so many educationalists and employers are calling for: curiosity, collaboration, reflection, critical thinking, ethical thinking, systems thinking, holding perspectives in tension, and the readiness to step out of your comfort zone [11-15]. The frontier challenge is to harness analytics and AI to build the knowledge, skills and dispositions needed for lifelong learning, and a workforce better prepared for change and complexity. It is more challenging for AI to help build these higher-order qualities, but progress is being made [15, 16].

**HOW CAN IT BE GUARANTEED THAT AI ASSESSMENT WILL DELIVER RELIABLE AND FAIR RESULTS?**

Designing valid, reliable assessments is an established discipline, and AI should be held to the same standards. Some AI tutors are validated assessment tools, predictive of student performance in established exams [17-19]. Looking to the future, however, high stakes exams may become irrelevant as a yardstick, since they test students for just a few hours under artificial conditions [20]. Learning tools powered by analytics and AI can continuously assess students as they are learning over extended periods, under diverse and more authentic conditions, providing a more robust picture of their ability.

In the many contexts where full automation of teaching and assessment is not possible, AI can still give formative feedback. However, reliable and fair outcomes depend on greater human agency: both teachers and students must be equipped to question and over-rule an AI diagnosis [9, 21]. In fact, critiquing and teaching an AI tool is a powerful form of learning for students [22].

Finally, we must listen to educators. We know that when we give them a real voice in shaping AI tools, this builds trust in the system [23, 24]. They feel respected as professionals, and become champions to their peers [25].
HOW MIGHT AI-BASED ASSESSMENT SYSTEMS CHANGE THE TEACHER-STUDENT RELATIONSHIP?

The skilled use of AI tutors shows teachers with much greater precision of how their students are doing. They can focus attention on what is proving the most difficult material [3]. Predictive models can help teachers become more proactive, providing more timely support to students before they drift too far off course [9].

Students can now receive feedback that in certain contexts is more timely and detailed than any teacher can provide [26]. This pays off particularly in large classes [10, 27], and for student work that is time-consuming to grade and give good feedback on, examples of the latter being complex capabilities such as producing high-quality academic writing [28-30], and face-to-face teamwork [31]. Chatbots are becoming increasingly common, and some people prefer to disclose more to an AI advisor than to a human because it's perceived as less judgmental. Students from minority groups have preferred to receive support from a pedagogical agent, which they feel is less biased towards them than human staff [32].

AI also opens new possibilities for teacher professional development to improve how they interact with students. For instance, movement sensors can reflect back to teachers how they are moving around the classroom as they teach, to provoke reflection [33].

So, while the teacher/student relationship will change, it remains fundamental. No AI is going to provide the warmth and support a student needs when they arrive on a Monday morning after a tough weekend in a broken home. There remains plenty for teachers and students to work on that will remain invisible to the machine.

HOW WILL THESE TECHNOLOGIES AFFECT STUDENTS’ MOTIVATION AND TRUST IN A FAIR EVALUATION OF THEIR PERFORMANCE?

We all know that we can be crushed or boosted by the way feedback is given to us. Designed and used well, AI can amplify all that we know about the provision of timely, actionable, personalised feedback, that both motivates and challenges [27]. For instance, students report a stronger sense of belonging when AI is used to expand the teacher’s ability to give good personalised feedback to hundreds of students [10]. But in dysfunctional teaching culture, tools powered by analytics and AI are dangerous because of the speed and scale at which they operate.

CONCLUDING REMARKS

We are at a pivotal moment. There should be no sense of inevitability about the way that AI in education unfolds. It’s not magic — it’s conceived, funded and built by people — who as we
speak are making design decisions about products that our schools, universities and businesses will soon buy. We need strategy and investment to ensure that AI shapes education in the most productive directions. This begs the fundamental question: What kind of learners does society need, to tackle our most intractable challenges? We cannot meaningfully discuss the future of AI in education, without discussing what kind of education we want.
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My name is Victoria Sinel and I am incredibly grateful to have been given an opportunity to speak about the topic of technology in education. I will outline my view of education, my experience with the A-Level algorithm and my opinion on AI assessments within the education system.

The education system has remained the same for a very long time. Students are still only learning to pass an exam and education, as it currently stands, is not equipping school leavers with any real world skills. It is pretty obvious now that the future is powered by and shaped by tech, so schools should be teaching more about technology. I'm not suggesting everyone needs to learn to code, I myself am not a coding enthusiast but I do understand how tech works and I understand the ethics behind AI. I am also well aware of the ways technology can go very wrong and the impacts it can have on us as a society. The negative impacts of algorithms have been very well documented and some examples include racial biases within the Google photo algorithm and Amazon’s recruiting engine which was biased against women. I learned about this not in school, but in hackathons that I attend during weekends, but this should be taught in school.

Education in the UK does not favour people from disadvantaged backgrounds and if COVID-19 did anything, it highlighted this. Just 7% of the British population are privately educated and it comes as no surprise they are the ones who benefit from algorithmic assessment based systems. Using technology in a system that is currently so unfair will reinforce the societal imbalance and reinforce the system that is already so dysfunctional and so unfair.

Unfortunately, I was a part of the class of 2020. I have always been academically bright but on A-Level results day I was left feeling like a complete failure. I attended a state school for sixth form because private school is just not something my family was able to afford. My
college had an average reputation for grades but had I known the way 2020 was going to turn out, I definitely would have sought out a much higher performing college to attend, even if it meant me having to travel further.

To say I was disappointed when I opened my results was an understatement, in fact to see that the A-Level algorithm had lowered every single one of my grades that my teachers gave me just based on the college I attended was demoralising. I’m now having to spend a third year in college because even one of the grades I got from a teacher was completely underestimated just because they didn’t know me very well.

Comparing this to my friend who was privileged enough to attend a private school, she seemed to luck out. The algorithm predicted her to get top grades not only based on her academic strength but also based on the school she attended since private schools are known to be very high achieving. She is now on a gap year before she attends Harvard university next year.

All this algorithm did was reinforce the structural inequalities in our society because the wealthier, privileged part of the population once again rose on top of the average person who cannot afford to attend private schools. I know I am not only speaking for myself when I say this has made me lose trust in absolutely everyone involved: the government that spoke of the “mutant algorithm”, my teachers as well as all those who were involved in developing this algorithm.

Ofqual stated that their model had about 60% predictive accuracy on average across A-level subjects, meaning that they expect 40% of grades would have been different had exams been sat, after testing the model on 2019 data. We were not just guinea pigs in a rushed government experiment, this was our futures; our doors to university, apprenticeships or even just straight into the world of work and now many of us are having to take different routes to achieve our goals. I cannot begin to explain to anyone who did not experience it how it felt to have studied for 13 years just to be failed by a rushed statistical algorithm.

Compared to the other speakers my knowledge on tech is very minimal as I am just starting out but the first thing I learnt when I attended Teens in AI hackathons was how important human-centred design is when it comes to solving problems that affect real life people. There will never be a perfect algorithm but working with the people who will be affected by this and have the most knowledge on this is the best way to try and eliminate as much bias and discrimination as possible.

Tech, as we all know, has the potential to help us in our lives but it can also do the opposite and create further imbalances and exacerbate the already existing inequalities in our society. Without talking to students, teachers, tech specialists and ethicists any AI based assessment systems will not be as fair as they should be.
Cori Crider, Co-Founder, Foxglove

About Foxglove

Foxglove is an independent not-for-profit organisation based in the UK, which was founded in 2019. Our team includes lawyers, technology experts, and communications specialists. We challenge the misuse of digital technology by governments and big tech companies and stand up for a future where such technology is used to benefit everyone.

Overview of Our Position on Public Sector Algorithms

We are concerned that at present there is considerable appetite in government for the adoption of algorithmic decision-making, combined with a lack of transparency, a lack of adequate public consultation, a lack of governance, and lack of understanding of the risks and limitations inherent to the technology. This has led to serious and costly failures which have both harmed the individuals affected by the decisions and wasted considerable sums of public money.

The A-level results algorithm fiasco illustrated these problems well – but was not unique. Just a few weeks earlier, a separate legal challenge which we were supporting, against the Home Office, led to the abandonment of a visa streaming algorithm.

We believe there are some fundamental issues which need addressing before algorithmic decision-making should be deployed anywhere in the public sector, including for educational assessment. A failure to address these issues first will inevitably lead to further problems including repeats of the kind of public outcry and legal challenges which forced the abandonment of the A-level algorithm.
Our specific concerns regarding the A-level algorithm

Our detailed legal arguments regarding the unlawfulness of the A-level algorithm can be seen on our website: https://www.foxglove.org.uk/news/grading-algorithm-judicial-review-letter

We challenged the deployment of the algorithm on five grounds.

Ground 1: Ultra vires

We argued Ofqual exceeded its statutory powers by developing a grading system which did not give a “reliable indication of knowledge, skills and understanding” and which did not “promote public confidence in regulated qualifications and regulated assessment arrangements”.

Ground 2: Irrationality

We argued that Ofqual’s model was irrational, arbitrary, failed to take account of relevant considerations, and took into account irrelevant considerations. For example by failing to give any weight to teacher assessment in cohorts of more than 15, whilst relying on those assessments in cohorts under 5, the same pupil, taking Maths and Further Maths, could have her grade in Maths marked down whilst being awarded a higher grade in the “harder” of the two subjects.


We argued that the algorithm breached the duty of fairness and the duty of accuracy, and subjected students to automated decision-making without appropriate authorisation, without adequate safeguards, and without an adequate right of appeal. Additionally, it appeared that Ofqual had failed to conduct an adequate Data Protection Impact Assessment (DPIA).

Ground 4: unlawful discrimination

We argued that the algorithm would disproportionately impact students with protected characteristics under the Equality Act 2010.

Ground 5: breach of procedural requirements

We argued that Ofqual had failed to conduct an Equality Impact Assessment, as required by the Equality Act, and failed to conduct a proper consultation about crucial parts of the algorithm (because significant policy changes were made after the public consultation).

These specific legal arguments were not tested in the courts because the government
abandoned the policy before they could be tested. Several of them, however, were later echoed in the Shadow Attorney General’s analysis of the legal flaws of the algorithm.

**BEYOND THESE SPECIFIC CONCERNS, WE HAVE FOUR FUNDAMENTAL CRITICISMS OF HOW THIS ALGORITHM WAS INTRODUCED:**

1. **Lack of democratic legitimacy**

If a system is to be developed which affects the life-chances of millions of people, it should have some form of democratic mandate. There had been a worrying lack of explanation from the government of what they were proposing to do, let alone a proper public debate. The consultation process engaged only a rarefied cohort, and significant decisions were made after the consultation process. The depth and breadth of public opposition once it was known that an across-the-board decision had been made to algorithmically downgrade to avoid grade inflation speaks – eloquently – to the lack of democratic assent.

2. **Lack of transparency**

It was extremely difficult to access timely information about what the system was or how exactly it worked. On “results day”, individual students were provided with no clear explanation of how their grades had been decided. This undermined trust and made it more difficult for students to understand or challenge decisions.

3. **Unfairness and bias**

The algorithm entrenched educational inequality, by tying the grades of individual students in 2020 to the historical performance of their schools. This was patently unfair, and example of the way algorithms can easily systematise bias and disadvantage the already disadvantaged.

4. **Unaccountable**

Accompanying the lack of transparency and fairness was a lack of a robust means of appeal or route to redress.

We are not naive about the limitations of other forms of assessment. Exams can favour certain kinds of pupils, coursework can be cheated, teachers can bring their own biases and prejudices into their assessments – not to mention the wider context of educational equality and longstanding attainment gaps. However, at least with other forms of assessment there have been opportunities to study and mitigate their shortcomings, and there is a level of public understanding and public buy-in to their use. Without proper safeguards, algorithmic decision-making risks entrenching forms of unfairness present in other forms of assessment, alongside introducing new ones.
We would recommend the following actions as a bare minimum before any future adoption of algorithmic assessment in education.

**BY THE DEPARTMENT FOR EDUCATION:**

1. Consult stakeholders, including teachers, students, educational experts, technical specialists, employers, and universities about any future plans to automate assessment.

Consultations should be public, recorded, and meaningful.

2. Engage independent researchers into ‘unconscious bias’ and ‘automation bias’, so that the ways human decision-makers relate to recommendation systems are more fully considered.

3. Transparently describe what forms of assessment are under consideration or development, what datasets are to be used and how they will be prioritised in any new system.

4. Allow independent auditors (experts in statistical/algorithmic bias as well as educational assessment and attainment) to audit the systems – at design stage and regularly after implementation. Auditors should scrutinise the extent to which people holding protected characteristics, such as nationality or race, are disadvantaged. (Disadvantage can arise through direct data or data which operates as a proxy for a protected characteristic.)

5. Ensure that any new system provides a reasoned, articulated decision to every pupil or student subject to any form of assessment, including factors that were weighed in the award of a grade or the decision to pass or fail.

6. Provide for regular, external, and public reviews of any redesigned grading process and account for the process to Parliament.

**BY PARLIAMENT:**

1. Secure comprehensive documentation of the abandoned A-level system and the abandoned visa algorithm and learn from their failings. Place this documentation into the Parliamentary record to further Parliamentary education and debate.

2. Through Parliamentary questions and other Parliamentary investigative techniques (e.g. Select Committee research), scrutinise the development of any new algorithmic decision-making systems in educational assessment.

3. Create a mandatory public register of algorithmic ‘decision support’ systems across UK public life and establish a formal Parliamentary process to scrutinise their use.
4. Encourage the government to implement the recommendations from The Committee on Standards in Public Life and Centre for Data Ethics and Innovation regarding the governance of algorithms.

5. Through appropriate Select Committees or APPGs (e.g. this APPG), convene a series of public events on “democratic engagement and government algorithms,” which ask the public when and how algorithms used to ‘assist’ government policy are appropriate (and when not), how they must be designed to comply with equality law, and what safeguards are necessary.
I am a Professor of Learning Sciences and Educational Psychology at Rutgers Graduate School of Education (https://gse.rutgers.edu/janice_gobert) in New Jersey, USA.

I was trained as a Cognitive Scientist trained at the University of Toronto (Ph.D., 1994) and McGill University (M.A., 1989). My interdisciplinary research and development work sits at the intersection of Learning Sciences and Computer Science and focuses on computer-supported assessment and learning environments for the domain of science. My main focus for the past several years has been on the design and implementation of a science environment called Inq-ITS (inqits.com), and the assessment of students’ processes at doing science, i.e., their competencies at conducting science investigations, as outlined in many policy documents (NGSS, 2013; UNESCO, 2019). As students conduct virtual inquiry with Inq-ITS’ simulations, they are assessed and scaffolded in real-time using patented AI algorithms on all science practices (skills). Specifically, knowledge-engineering and educational data mining are used on students’ logfiles (clickstream data) that are generated as they conduct inquiry with simulations within the system, and natural language processing algorithms score students’ writing about their science investigations. (More details on Inq-ITS with respect to performance assessment is provided later).

Q1. How do assessment systems work and how they must be safeguarded to produce reliable results?

In the context of science learning and assessment (my area of expertise), there are many
problems with existing assessments typically used in school settings for both assessment and high stakes decisions, such as university placement. For example:

1) **Multiple choice / Fill-in blanks** measure factual knowledge but not the reasoning underlying students’ thinking as they conduct science inquiry. Multiple-choice items are easy to grade but these items are not authentic to the practices of science, thus their ecological validity is very low, and they are not sufficient to assess the competencies outlined by international frameworks (e.g., NGSS, 2013; UNESCO, 2019).

2) **High-stakes summative tests** often rely on multiple-choice items that are too coarse-grained to accurately assess the breadth and depth of students’ science knowledge and skills. Additionally, since students have a 25% chance of getting answers correct, there are many false positives with these items. Furthermore, high stakes tests like these cannot do true performance of students’ competencies, and feedback is given too late to help students learn so students struggle in silence.

3) **Hands-on labs** are difficult to grade and keep consistent across tasks in terms of difficulty level, so measuring the development of students’ skills over the school year is not easily accomplished.

4) **Lab reports** that require open response (possibly like the A level exams for science in the UK) are difficult to grade, and hand-scoring is subject to fatigue, bias, etc. (Myford & Wolfe, 2009). These also cannot fully capture science inquiry competencies, i.e., students’ writing can lead to false negatives (students who can “do” inquiry experiments but cannot write about them), or false positives, (i.e. students who can parrot what they’ve read or heard but cannot successfully execute science experiments). Our research shows that between 30-60% of students are mis-assessed if teachers rely on students’ writing for assessment purposes (Gobert, 2016; Gobert et al., 2019; Dickler et al., 2018, Li et al., 2018, 2019).

In addition to potential problems with various item types as outlined above, there is an additional problem with regard to how students’ placement for university was done this year in the UK. Specifically, an “AI algorithm” was developed that used an individual student’s scores based on their teachers’ grades in addition to an aggregate of each student’s school data from prior (3) years. However, using aggregate data to predict the score of one student is problematic, whether the method to do this was AI algorithm or traditional statistical techniques such as regression. Note the issue here is NOT that AI was used to do this—rather, the problem is that aggregated data was used to predict an individual’s score(s). An added concern is that high stakes decisions were being made based on these aggregated data. Doing so has a high error rate. To wit, if a student’s scores are typically higher than those of their peers, the score of the individual student is likely to be inaccurately deflated; whereas, if a student’s scores are typically lower than those of their peers, the score of the individual student is inaccurately inflated. The only students who obtained accurate predictive scores using this method are those who were identical to the average of the students in the aggregate pool.
Q2. **What are the benefits and challenges of different types of AI-based assessment systems in education?**

I will situate my explanation of the benefits and challenges of AI-based assessment systems within the context of virtual science inquiry environments that do performance assessment of students’ competencies at doing and writing about science, akin to what scientists do, and for which 21st century skills are needed for STEM careers (National Science Board, 2016).

The benefits are as follows. There are affordances of authenticity, and hence ecological validity when using an environment with simulations for inquiry because a simulation is perceptually very similar to hands-on apparatuses that would typically be used in class or by real scientists (Gobert, 2015). Specifically, with simulations, students can form a hypothesis, collect data, interpret data, warrant claims, and write an explanation of their findings (again, these skills or practices of science are reflected in national and international documents (NGSS, 2013; UNESCO, 2019), and are deemed as important to STEM careers.

As students engage in virtual inquiry, rich, high fidelity log files are generated, which can be used for performance assessment of students’ competencies at conducting science. These offer greater validity than multiple-choice tests. Further, methodological advances in computational techniques, i.e., data mining offer analytical leverage on students’ learning processes, not just products (Rupp et al., 2010). Data-mined algorithms can handle the 4 v’s in students’ log data, namely volume, veracity, velocity, and variability (Laney, 2001; Schroekck et al., 2012; Gezcy, 2014). Lastly, data-mined algorithms can be used to assess students in real time, at scale, and to drive scaffolds to students while they learn, blending assessment and learning so instructional time is not used for assessment.

Some considerations about the use of interactive environments for assessment purposes have been raised, though, in my opinion, these have been solved:

- Because complex tasks like science inquiry take longer, there can be fewer measures of “one type”, and reduced reliability could result (Shavelson et al., 1999). Aggregating data across inquiry activities provides reliability (Mislevy et al., 2012; Mislevy et al., 2020).
- Because there is more than one way to conduct inquiry, there is variability in student responses. Note, educational data mining is particularly well suited to score the myriad of ways students conduct inquiry, both productively and unproductively (Gobert et al., 2013).
- In rich, multi-stepped tasks, the sub-tasks are not independent from each other, and thus, assumptions of conditional independence do not hold (i.e., Classical test theory).
- Traditional measurement methods tough to apply due to changing skill level as students learn in real-time (cf. Levy, 2012).
- Theory is needed to both distill/aggregate data (Quellmalz et al., 2012), and to design categories a priori so that results are pedagogically meaningful (Gobert et al., 2013). This can be solved by using both top-down and bottom-up means to
create coding categories, which in turn, inform the algorithms to be used (described next).

**Q3. HOW CAN IT BE GUARANTEED THAT THEY WILL DELIVER RELIABLE AND FAIR RESULTS?**

The design of activities is done both top-down and bottom-up design. Top-down design is done by using the literature on inquiry learning in science, and Evidence-Centered Design (Mislevy et al., 2012; 2020) to design tasks and technical tools to elicit students’ inquiry competencies. Bottom up design is done via pilot testing both students and teachers, which helps to further define and reify the sub-components underlying inquiry (Gobert & Sao Pedro, 2017). As a result of using both methods, authentic science inquiry practices can be operationalised and concretised for auto-scoring of science practices at scale (Mislevy, Yan, Gobert, & Sao Pedro, 2020).

Next, when implemented in real classrooms with diverse students, log data are collected, which is used to build and validate data-mined algorithms for assessment and scaffolding (Gobert et al., 2012, 2013). Briefly, text replay tagging of students’ logfiles (Baker et al., 2006) is used to develop canonical models of what it means to demonstrate a particular skill, and in turn, develop and validate algorithms. Generalizability is tested with new students who were not used to build models (Paquette et al., 2014), ensuring they will deliver fair and reliable results for all students. It is also important to note that data-mining offers a considerable advantage regarding fairness in assessment over knowledge engineering approaches, which are solely derived top-down; these are less likely to be able to score the vast numbers of ways that students do inquiry, in part because these are subject to an expert blind-spot (i.e., it is difficult for experts to imagine all the ways in which students might conduct inquiry in a buggy manner).

**Q4. HOW MIGHT AI-BASED ASSESSMENT SYSTEMS CHANGE THE TEACHER-STUDENT RELATIONSHIP?**

One recent innovation has great potential to change teacher-student interactions, namely, teacher alerting dashboards. Early findings are promising; for example, dashboards enable teachers to better monitor computer use in large classes (Chounta & Avouris, 2016), important in large classes and very useful during remote instruction due to COVID (Adair et al., submitted). Progress bars commonly used in dashboards allow teachers to quickly evaluate which students require immediate assistance and these can increase the number of interactions teachers have with students (cf., van Leeuwen, van Wermeskerken, et al., 2017). However, currently, many dashboards enable teachers to monitor only low-level indicators of student progress including the use of pedagogical resources and time spent on activities (e.g., Sosnovsky et al., 2012; Macfadyen & Dawson, 2010). Next I describe a dashboard based on AI algorithms, namely Inq-Blotter.

Inq-Blotter, for Teachers, paired with Inq-ITS, for students. Responding to teachers’ and students’ needs as well as policymakers’ vision statements (cf., NGSS, 2013), our teacher
alerting tool, Inq-Blotter, provides alerts to teachers as to which students need help and on which inquiry practices and their respective sub-components. Inq-Blotter is fully integrated with Inq-ITS (Inquiry Intelligent Tutoring System; Gobert & Sao Pedro, 2017), in which students “show what they know” by conducting inquiry within microworlds/virtual labs (Gobert, 2015; see Figure 1). Unique to Inq-ITS is its capability to automatically assess students’ inquiry using patented algorithms based on knowledge-engineering and data mining (Gobert, Baker, & Sao Pedro, 2014, US Patent nos. 9373082, 9564057, 10186168; Gobert et al., 2013, Mislevy et al., 2020). Inq-ITS was developed using Evidence Centered Design (Mislevy et al., 2012) so that the system elicits and collects evidence of students’ proficiency at inquiry practices (Mislevy et al., 2012, Gobert & Sao Pedro, 2017). This allows the system to better capture what kinds of difficulties students have with inquiry, and then communicate those difficulties to the teacher with Inq-Blotter’s succinct, formative, and actionable alerts (Gobert & Sao Pedro, 2017).

Inq-Blotter provides real-time technological support for assessment conversations (Duschl & Gitomer, 1997; Ruiz-Primo & Furtak, 2008) and closes the formative assessment loop and when can orchestrate learning (Prieto et al., 2011) both on a whole class level, when the teacher uses an alert to change instruction on the fly, or on an individual basis, when the teacher uses an alert to help individual students. This technology is transformative in terms of teachers’ pedagogical practices, and in turn, students’ inquiry learning. Specifically, our research has shown that what teachers say to students in responding to an Inq-Blotter alert can predict students’ competency on the next inquiry task for the practice on which they were helped (Dickler, Gobert, & Sao Pedro, under revision).

Q5. HOW WILL THESE TECHNOLOGIES AFFECT STUDENTS’ MOTIVATION AND TRUST IN A FAIR EVALUATION OF THEIR PERFORMANCE?

There are many benefits to systems that offer real time support to students as they engage in high level tasks. In Inq-ITS, Rex, our digital agent supports students in real time when the system detects they need support. First, support is given in real time, when remediation of students’ learning difficulties are most beneficial (Koedinger & Corbett, 2006); our system only jumps in when it detects that the student needs help (as opposed to on demand help, which can lead to help-abuse). Second, when a digital agent supports a student, his/her peers are not aware that a particular student was in need of help. Lastly, because students receive real-time help when they need it, they don’t flounder too long, which can be frustrating and lead to disengagement (Gobert et al., 2015a, 2015b; Wixon et al., 2012; Rowe et al., 2009).
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1. For decades, artificial intelligence has been transforming every sector, from transport to healthcare. But in recent years, AI has emerged as an influential force within education. This has been primarily by way of personalising students’ learning by rapidly and accurately learning their strengths, weaknesses and behaviours, and tailoring learning accordingly – ending the outdated ‘one-size-fits-all’ approach to education. Teacher facing tools have made use of AI and advanced data science to arm teachers with interventions data and administrators in educational organisations (particularly in higher education in the USA) have used AI technology to analyse academic analytics data within their institutions to drive efficiencies and predict dropout.

2. AI is now beginning to play an important role in other aspects of education – most notably, and recently most infamously, in assessment - although many experts in AI will make the point that given the algorithm was not ‘learning autonomously’, it was not in fact an AI - it was little more than a formula. The saga has arguably led to a public mistrust of algorithms. The use of an algorithm to decide students’ A level and GCSE grades was an ill-thought out, counterproductive and harmful move that potentially set back the use of technology to improve education by years.

3. As co-founder of the Institute for Ethical Artificial Intelligence in Education, I noted that despite not being a sophisticated use of AI, it still failed to adhere to basic ethical principles, such as impacting positively on learning, being fair and explainable to those it impacts, and using unbiased data. In one particularly egregious example of the algorithm’s harm, if no one from a student’s school had achieved the highest grade in a subject in the previous three years, it was near-impossible for anyone from that school to be awarded that grade this year. This violates the principle of merit, which underlines our educational philosophy. This
algorithm placed more value on organisational data about the school (past performance) than it did place any weight on, for example, former assessment data of an individual student. Part of the challenge is that there is a lack of consistent granular data on a student’s performance throughout their education. Often the sparse data in a school’s management information system is based on qualitative data or summative assessment. The lack of technology infrastructure across all schools needs to be addressed. Future exam grading algorithms should closely adhere to ethical guidelines and should be developed with far more transparency, and in greater consultation with experts.

4. In a draft paper, Professor Rose Luckin of UCL says that in moving forward from this episode, the key to progress is “making sure that those designing the algorithm understand the context of application in appropriate detail and from a diverse set of perspectives. The right multi-stakeholder development group is needed for the design of any algorithm to be used for such a sensitive purpose, and that must include teachers, schools leaders, students.” To this, I would add academics and AI experts and technologists.

5. But with all questions of policy making, we should be focused on the long-term. We shouldn’t let the misuse of this algorithm prevent us from benefiting from its potential, when used correctly. The benefits of using AI in assessment properly could be system-wide, spurring on a wider beneficial cultural change in education. Using AI in assessment could facilitate a shift away from summative assessment – assessment that is used at the end of a period of learning to sum up what a pupil has learned, towards formative assessment – regular, light-touch tests that teachers give to understand what their pupils have learned. By using technology like AI, a shift towards formative assessment would reduce the exam season stress that blights the lives of teachers and students alike. It would provide a more accurate picture of the student’s ability. It would reduce the distortive, destructive motives to ‘teach to the test’, helping children to learn more naturally and freeing up time and energy to focus on what children need to learn in order to truly thrive. Utilising AI as part of the end-to-end educational process allows us to use technology to monitor progress in real-time, spot anomalies and intervene at the point of need, rather than every August when it is often too late. An AI-technology powered formative assessment system and teacher oversight, input and feedback are not mutually exclusive. Teachers’ own insights into their pupils’ abilities are invaluable and must be included in any assessment system. It is important to recognise that the data used for AI-based assessment systems does not have to be confined to quantitative data – teachers should be able to supplement data from summative assessment tests with their own qualitative assessments. This would not only improve the reliability and reduce the bias of results, but would ensure teachers are able to buy-in to the system. Combined, it offers a powerful solution to the sector.

6. When “one exam grade in every four is wrong”, we must look at how we can use online assessment (incorporating data science or AI) to spot discrepancies earlier (including predictions of variances) or look towards a new form of assessment where an AI assessment system combined with learning technology can showcase a student's portfolio of work and achievements, challenging the need for high-stakes assessment.
7. AI could be involved in this proposed formative assessment system by using the data generated by a learning process that is personalised by AI – the data from learning feeds directly into the assessment system. For example, consider GMAT – the Graduate Management Admission Test used to assess entrants to business schools. It uses an algorithm that provides students with harder questions (and higher scores) when questions are answered correctly, and easier questions (and lower scores) when answered incorrectly. Through this relatively unsophisticated use of AI, the GMAT is able to assess a student's ability far more quickly than standard linear assessments. School assessment could be radically improved and streamlined using this approach – reducing workload and stress and allowing teachers to focus on educating their students.

8. In a more theoretical sense, AI could also be used to create a constantly-improving assessment system. As data on learning and assessment grows, data science can be used to improve the accuracy and reliability of algorithm-enabled grading year-by-year – a continually self-improving process.

9. But there are serious challenges to successfully using AI in assessment. Algorithmic bias (algorithms are programmed by humans and humans are inherently biased) – through which privilege to certain individuals or groups is hard-wired, producing unfair outcomes – plagues the use of AI in all sectors, from education to security to healthcare. This year, independent schools received double the increase in top grades as state schools, the result of the algorithm's bias towards smaller schools. Unequal access to technology would further harm the chances of the most disadvantaged – any online assessment system must be accessible to all students from all backgrounds. The pandemic has highlighted how the digital divide can harm educational outcomes. In the UK, almost one in ten families do not have a laptop, desktop or tablet at home – so relying on technology more for assessment could disproportionately harm those at the lowest rungs of the ladder of opportunity. We need to urgently discuss a nationwide scheme to provide all schoolchildren with a device. Is this not achievable in 2020? It is arguable this investment would pay for itself over time through the increased benefits to learning outcomes and its knock on effects to society (employment etc). With no sign of COVID going away, it seems sensible this is the right place to start to ensure learning continues, nevermind assessment.

10. On top of this, we must create a reliable, fair system that rewards effort as well as competence. The recent algorithm ignored the hard work of many students. In the Learning How to Learn APPG report there is a list of the soft skills society requires of the students of 2020. An AI assessment system allows us the opportunity to embrace and discover these skills within students. Such a system could also offer insights to ministries of education on where resources are required or further continuing professional development for teachers. An online real-time formative assessment system allows for instant action.

11. AI will never have a role to play in assessment until it can be trusted. Optimistically, some studies have shown that people adhere to advice more “when they think it comes from an algorithm than from a person” – contrary to the common belief that people instinctively distrust algorithms. Recent research suggests that people may trust AI systems over humans when
they are focused on utilitarian and functional outcomes, as opposed to experiential and sensory. Yet more research is required to determine the level of public trust in the use of algorithms in education. We also need to look at the practical applications of online assessment and combine other technologies (such as recognition software) to ensure such systems are not gamed by students, however, I would argue that these problems are not insurmountable and the technology exist to solve these issues.

12. Before adopting an AI-based assessment system, some more fundamental questions should be asked. What is assessment for? What do we count as success? Simply changing assessment to an online, AI-enabled system may not suffice. We have an opportunity to look at adopting a wider yet less bloated curriculum, encompassing the new skills, such as learning agility (see APPG report on Learning how to learn), that will be required to thrive in the age of automation and AI. And should we be endorsing a standardised system that effectively guarantees that a third of students will ‘fail’?

13. The teacher-student relationship, focussed on enabling students to fulfil their potential, more one-to-one interaction and tailored support can be augmented – not replaced – by AI. A teaching, learning and assessment system that uses AI would save teachers vast amounts of time that could instead be used on teaching. Almost one in five teachers spends over 11 hours a week marking work; two thirds of teachers say their marking workload harms their ability to teach their students. If we are to treat education as a complex yet holistic system, then assessment must be approached with teacher workload – possibly the biggest crisis in education – in mind.

14. In addition to convincing the public as to the benefits that algorithms can offer, we must also embark in an education of the education sector to overcome the false fear-mongering idea that ‘robots’ will take over our schools. No other sector suffers from the same technophobia that persists in education. We must persuade the public that shying away from technology in education is effectively akin to sending our educators into the classroom without the tools they need to do their job.

**Signposts for Evidence:**

*Paragraph 6*
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https://hbr.org/2020/10/when-do-we-trust-ais-recommendations-more-than-peoples

Paragraph 13

every-week
Laurence Moroney, Lead AI Advocate, Google

So many of the recent technological leaps forward that created new economies succeeded because there was a critical mass of developers building applications using these technologies, driving innovation, launching new industries, and creating jobs, wealth and more. In my career, I have seen two major ones: Starting in the 1990s, with the advent of the Web, the 30-year old internet finally had a platform that allowed developers to build applications to reach consumers. This led to the birth of the modern tech giants. Then, in the mid-2000s the launch of the smartphone -- a handheld device, that was internet-connected, offering a computing platform on which developers could put apps led to an explosion of innovation from the one-person start-up to the massive conglomerate. Again, whole new industries were born, and new wealth generated.

But without developers building innovative solutions around these platforms, none of these revolutions would have happened. The web needed Amazon, Google, MySpace and other applications to attract users to it. When the users came, others built for it, and the millions of web sites we know today became not just possible, but essential. The smartphone needed Uber, Instagram, WhatsApp and other applications to get users off their feature phones, and when they flocked to this platform in the billions, then other app ecosystems grew from it.

The key: developers. So, for AI to be a success, our vision is to empower developers everywhere to be successful with AI. These developers will build the apps that none of us have thought of yet, but which will create a whole new industry, and this one could be far larger than the Web or the Smartphone.

We’ve had AI before, but it failed, and the famous ‘AI Winter’ happened. One reason could be that while great papers were written, and great inventions were made, there was no real way
for developers to build with this and get it into the hands of users. I recall consulting for a startup in London in 1993 that was attempting to use Neural Networks to predict the usage of natural gas in the UK, that they could sell to British Gas so that they'd know how much to pump. It required custom hand-coding by a PhD for many months. Of course it failed.

In 2018, we read a paper that claimed there were 300,000 AI practitioners in the world. By most measures there are about 30 million software developers in the world. If we could teach only 10% of software developers how to build AI solutions effectively, we would increase the number of AI practitioners by 10x

**SO OUR STRATEGY FOR DOING THIS BECAME:**

The first thing is to produce a platform on which developers can build ML and AI solutions, without needing a PhD to understand it. That's what we call TensorFlow. It's free and open source, so there's no blocker there. It's available for anyone to use.

The second is to produce an education syllabus, and strategy to teach it developer-to-developer spanning MOOCs, Universities and other educational establishments. We launched this in 2019, and via MOOCs have trained about 600,000 people to date. But, in order for the skills to really take hold on a grassroots level, it should be people other than Google teaching it. A key to that is working with Universities, so in 2019, we also launched a plan to share our syllabus and materials with any university that wants it, and to help them, with funding, to get over the initial bumps in launching a new course. Some might need funds to pay for TAs. Some might need equipment or space. As such we launched a program that gave Universities that would teach TensorFlow a no-strings-attached financial gift. There was an application process, and institutions with the best applications, specifying what they would teach and how they would use the funds, were selected. In the UK we worked with Cardiff University, who launched a Masters in AI, with University College Oxford who are developing new courses, and Imperial College in London who created several courses, including an online MOOC.

The third part of our strategy was to help employers understand how to find people with applicable ML skills. We have identified that often employers want to use ML or AI in their products, but have no idea about how to go about it. When hiring staff, there was a general sentiment that they didn't have internal skills to identify the correct people to help them, and often relied on anecdotal questions they found on the internet! With that in mind, we launched a Developer Certificate exam, and associated social network, so that software developers could pass our rigorous tests, and then be able to show employers they have skills in the most sought-after areas of AI: Computer Vision, Natural Language Processing and Sequence Modelling. The goal is to break the logjam, and have the right people at companies, helping them with innovative solutions in AI. Additionally, we're in the process of launching a services partner network, so companies that want to take the next step -- and really go deep into AI and ML have a network of established, credible, services partners they can work with.
We're about 18 months into the plan, and we've already seen terrific results. We estimate that we've reached around 1 million developers and educated them in the basics of ML and AI, and from there the next wave of new applications, the ones that will use AI-as a platform the way Amazon used Web or Uber used smartphones and created entirely new industries, will grow from this. Recently we've seen programs such as one in Korea where a network of startups, needing AI skills, have launched a boot camp where, if one is selected, and one passes our courses, then they have a guaranteed job or internship.

Ultimately, by having a critical mass of developers, we believe that AI will become as normalised in our lives as the Web or the Smartphone. That's ultimately what success will look like, and the key to this is broad, accessible, education.
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