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1. Introduction  

The aim of this APPG AI meeting was to discuss current issues around data governance, 

specifically concerning the GDPR, in the UK. Specifically, we addressed problems emerging 

with the collection of personal data, its commercialisation, and its use by third parties. In this 

context we also discussed alternative ways to govern and share data in the future.  

 

The APPG AI Evidence Meeting convened a group of experts from academia, think tanks, and 

business: 

¶ Dr Florian Ostmann, Policy Theme Lead and Policy Fellow, The Alan Turing 

Institute 

¶ Dr Kenan Direk, Research Data Manager, Institute of Health Informatics UCL 

¶ Tamara Quinn, Partner - Intellectual Property, Data and AI, Osborne Clarke LLP  

¶ Ellis Parry, Data ethics adviser, Information Commissionerôs Office 

¶ Andrew Pakes, Research Director, Prospect 

¶ James Kingston, Deputy Director, HAT LAB 

¶ Professor Ryan Abbott, Professor of Law and Health Sciences, University of Surrey 
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This meeting was chaired by Stephen Metcalfe MP and Lord Clement-Jones CBE.  

Parliament has appointed Big Innovation Centre as the Secretariat of the APPG AI, led 

by Professor Birgitte Andersen (CEO). The Project Manager and Rapporteur for the APPG 

AI is Dr Désirée Remmert. 

This brief will first present the evidence given in Parliament by our expert speakers as well as 

additional suggestions by a member of the advisory board. Our speakers addressed the 

following questions in their evidence: 

1. What are the various models for data ownership? 

2. Should we think of data as a commodity or as a common good that can deliver 

public value? 

3. Can data be democratised without harm for the individual? 

4. What conclusions can we draw from the application of the GDPR so far? 

The brief will conclude with a summary of the main arguments and the resulting policy 

recommendations at the end of the brief.  
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2. Evidence 

Dr Florian Ostmann, Policy Theme Lead and Policy Fellow, The Alan 

Turing Institute  

 

 

I would like to focus on three issues in my evidence. The Alan Turing Institute is the UKôs 

national institute for AI and data science. Our headquarter is in London, but we form part of a 

network of about 500 researchers across the country located at different universities. I will 

address this topic partly from the perspective of a researcher, drawing on the challenges that 

researchers are presented with in their work. However, I am also a member of the Public Policy 

Programme at the Alan Turing Institute. Our group focuses on two areas. One of these 

research areas is concerned with governance challenges that arise in the context of data 

driven technologies. We are working together with the ICO and the FCA. The other area 

deals with the with the use of data and the realisation of benefits of data use in the public 

sector in the pursuit of social good. I will use examples from these two areas to illustrate 

my point.  

First, I would like to address the issue of consent in the context of collecting and 

processing personal data. Specifically, I would like to discuss the issue of meaningful and 

informed consent. During the implementation of the GDPR there has been a huge increase 

of attention to the processes that ensure formal consent ï consumers ticking boxes and 
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clicking ñokò to confirm they agree to the ñterms & conditionsò. However, there is still much left 

to do to reliably ensure that consent is informed and meaningful. We all know from 

experience that we agree to these conditions without having read the terms and their details. 

Areas in which this is particularly important are those where the very same data can be used 

for beneficial purposes but also harmful purposes. One example from financial services 

is the use of data around vulnerability on the part of firms. It could be used in a way to protect 

consumers, for example in overcoming certain health issues they face. However, the very 

same data could also potentially be harmful as it could applied in a way it would negatively 

affect consumersô credit ratings. In order to enable the beneficial use of that type of data is 

very important to provide assurance to consumers that data is only used in a beneficial 

way. That is a challenge in terms of ensuring good governance, but also when it comes to 

communicating the use of these terms to consumers. The current method of providing 

consumers with multiple pages of terms and conditions is not effective in this regard. We 

need to think of best practices to communicate this in a precise way. 

The second issue I would like to address are privacy enhancing technologies in the context 

of data sharing. Data trusts have already been mentioned. The APPG AI has looked at this 

and related topics already in the past. Those ideas concern the organisational prerequisites 

of sharing data. Yet, there is also a technological angle to this. This concerns mostly the 

removal of technological barriers to data sharing. One example concerns privacy 

enhancing technologies such a differential privacy or federated machine learning. These 

methods can be very effective in addressing some of the concerns that are in the way of data 

sharing. However, there are two challenges:  

1) All of these technologies are in their infancy. The lack of best practices, established 

standards, and general knowledge of the abilities and limitations of these technologies are 

slowing down their implementation. 

2) There is a lack of clarity from a regulatory point of view in terms of what the implications 

of these technologies are ï especially when it comes to the distinction between personal 

and anonymised data, the risks involved in deploying these technologies, and how they 

should be addressed from the regulatory compliance perspective. 

The third point I wanted to share concerns the distribution of value when it comes to the 

use of personal data. Personal data governance debates tend to be focused on control 

and consent. These are important issues, however, another important question is often 

overlooked: Who benefits from the use of personal data, especially in economic terms?  

One way in which this is often discussed is in terms of the question if consumers should be 

paid for the use of their data. However, this is just one angle one might take. There are other 

questions to raise, for example about competition ï the increasing recognition of the fact that 

depending on the level of competition in the context of a service economy, where services are 

for free and revenue are generated through data processing, the same service might be 

provided to a lesser or greater degree of privacy interference. It is important to bear the 

value dimension of the exchange in mind. Of course, there are also questions around 

patent protection or profits derived from products developed based on personal data or publicly 

available data and how that value is shared in the economy. 



10 

 

Dr Kenan Direk, Research Data Manager, Institute of Health Informatics 

UCL 

 

I would like to start by thanking the organisers for their invitation to give my perspective on 

data governance in the academic research space. I currently work as a health data manager 

at the University College London Institute of Health Informatics, whereby my interests are 

centred on the use of national electronic health records (EHR) of 35+ million people to provide 

real world evidence that positively impacts public health. 

Recent exemplar studies include (1) The first and currently only chronological map for over 

300 physical and mental conditions, offering unprecedented insights into the most 

fundamental epidemiological question: who gets what and when?; (2) 100 million primary 

care consultations indicate clinical workload may be approaching saturation, prompting 

questions on how the nature of the patient-GP interaction must evolve to contend with 

future demands; and (3) currently underway and the first of its kind, an ambitious programme 

of work that will use routinely collected data to better understand the health of over one 

million migrants in England. 

These studies represent, in my opinion, the very best of what we can do with the health data 

of millions of people. But how are we able to do this? Have millions of people consented to 

their data being used for research? No is the short answer. Under the General Data 
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Protection Regulation (GDPR) framework, the lawful basis for this type of activity is outlined 

in Articles 6(1.e) and 9(2.i and 2.j), which collectively describe a legitimate public interest in 

the processing of non-consented data for scientific/public health research. 

Within the remit of public health research, we may be interested in potential drug side effects 

that did not emerge during clinical trials or if a drug developed for one indication can be 

repositioned/repurposed for another indication? Therefore it may not be surprising to learn that 

your health data is sold to academic and for-profit organisations in order to perform 

this type of work. Unfortunately we have lost transparency through these data transactions 

and that breaks the social license. 

The true potential of individual health data at population scale can only be realised 

through genuine engagement between the public and organisations that can translate 

data into products of therapeutic value. We have the tools to conduct health data research 

securely (e.g. data safe havens) but we do not bring the patient with us through this journey. 

What could the health research environment look like in 5 or 10 years? It is not impossible to 

conceive a landscape where data never has to leave the health service and benefits 

both the patient and the researcher - the patient can see what data is recorded, who is using 

it, and for what purpose; whilst the researcher has access to the world largest and richest 

medical resource underpinned by the most advanced e-infrastructure and data governance 

models. 
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Tamara Quinn, Partner - Intellectual Property, Data and AI, Osborne 

Clarke LLP  

 

I am a partner at Osborne Clarke. We are a law firm headquartered in London with a network 

of overseas offices. I specialise in IP and data and am part of the AI and Machine Learning 

team. I come with the of view of a humble practitioner advising clients on very practical, real 

world day-to-day questions around the development and use of systems involving AI and 

machine learning.  

I am going to talk about two things today. Interactive property and questions around 

ownership of data used for machine learning systems. I will also touch upon the GDPR 

and some of the issues arising from its application to date.  

Intellectual property protection:  

The data sets upon which the systems can be trained are increasingly recognised as 

important assets. As was mentioned in the European Commissionôs Data Strategy Paper 

that was published last week alongside the White Paper on AI, one of the concerns which is 

slowing business take-up of AI is uncertainty over what IP rights there are in data itself. It 

is worth understanding that most companies which generate or collect data are not AI 

companies. They are not technology companies and they certainly do not even see 

themselves in the data business in many cases. That is where a lot of our potentially valuable 

data is sitting. In collections of data, in particular non-personal data, which are generated as 
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a more or less unnoticed side effect of day-to-day business operations of these 

companies. Think of the so-called ñdigital exhaustò  - information that is bulged out by our 

increasingly connected environment.  

When we talk about data ownership, what IP protection is there for data? The reality is, that it 

is patchy. It is different from IP protection for AI and machine learning systems 

themselves, where there can be quite good protection in terms of copyright and patents. 

This is quite different for data. What we are forced to rely on is a patchwork of database 

rights, available confidential information, and trade secrets. We obviously try and bolster that 

with contractual obligations where we can, but I think it is worth mentioning that database 

rights, despite their name, are actually limited in scope. To qualify for protection, without 

going into all the details, the creator of the database has got to make substantial investment 

in obtaining, presenting, or verifying the data in the database. This will cover things like 

spending money on already existing data, seeking it out, compiling it, verifying it, cleaning it 

up, and so on. What it does not generally apply to is investment in creating data in the first 

place. This means that the sort of data I was talking about earlier will often just not be covered 

by the database right. I think this is potentially an issue. It means we ought to at least look 

again at the question of whether we ought to be making any changes or modifications to IP 

law to broaden the protection available.  

When it comes to datasets, I am very cautious about pronouncing as to whether we should 

have included protection. However, I think it is something that we should be thinking about. 

However, in any case we should create clarity for businesses so that they can spend their 

money on going about their business rather than delightfully spending it on lawyers trying to 

work out protection.  

GDPR: 

Moving on to the application of the GDPR to date and what conclusions we can draw. We 

have had quite a lot of guidance from the ICO and the European Data Protection Board. 

Not so much in terms of formal enforcement of three of the courts, or through the ICA. There 

obviously have been some high-profile enforcements around data breaches. However, what I 

want to look at is what we as lawyers see in terms of the application of GDPR. When it comes 

to the application of the GDPR by companies and organizations, there are some very well-

rehearsed issues which people have come across around automated decision making 

and obligations to inform people properly, providing meaningful information. I think those 

are quite well-known, I will not go into them, I just want to make it clear that these are not the 

only GDPR issues that apply in relation to AI machine learning. There are lots of others as 

well.  

To give you an idea, focusing on data as an important asset is what we should be doing to 

enhance our economy. If you look at article 28, these are the rules governing relationships 

between controllers and processes. This is where one entity is processing data in some way 

on behalf of another. There are quite strict rules governing these relationships. In 

shorthand, if the entity that is meant to be just doing the processing makes some use of 
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the data for its own purposes, rather than for those of its customer, then that entity 

becomes a controller. This effectively puts it in breach of the GDPR and in breach of its 

contract with the controller. Thus, it inhibits the processor from using this data to train, improve, 

and optimize the very machine learning systems which are meant to be performing the 

processing of the data. This will be the case even if, for example, the processor was to fully 

anonymize the data. Before it did this, it would still potentially be in breach because of the very 

act of processing data to anonymize it. This is an act of processing which is being done for the 

benefit of the process. The controller will be back into a breach situation here. I think there are 

real tensions between the application of the GDPR and what we are trying to get out of 

it for society. 

I think it is it is worth just bearing in mind that we should not underestimate the extent to which 

GDPR compliance in real life is informed by what you might call market practice. When 

there is a relatively small amount of enforcement activity, or at least publicized 

enforcement activity, around certain aspects of GDPR, you can risk creating a safe attitude 

among some organizations. To put it into context, if an organization which might be trying to 

do the right things sees its competitors behaving in a way which is inconsistent with the GDPR, 

and then does not see anything being said about this, any regulatory actually being taken, it 

makes it quite hard internally for the people who want to do the right thing to actually 

persuade their company to do the right thing. 
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Ellis Parry, Data ethics adviser, Information Commissionerôs Office 

 

OPENING REMARKS: I am Ellis Parry the Information Commissionerôs Data Ethics Adviser. 

The Information Commissioner is the UKôs independent information rights regulator. Elizabeth 

Denham is committed to increasing the publicôs trust in what happens to their personal data, 

this commitment forming the basis of her Information Rights Strategic Plan. The ICOôs ambit 

includes the following legislation, amongst others, the GDPR, the Data Protection Act, 

Freedom of Information and the Re-use of Public Sector Information Regs. My remit at the 

ICO is to articulate the interplay between the data protection principles over which the ICO 

has regulatory oversight and the emerging field of data ethics and communicate and consult 

on those views; raising awareness and buy-in to the mutually reinforcing nature of the 

concepts which underpin each discipline.  

I have been in post since November 2019. I am a solicitor specialising in information law rights 

for the past 20 years. Before joining the ICO I was the global data privacy compliance lead for 

a FTSE 100 pharmaceutical company advising on bioethics and data protection.  

MAIN OBJECTIVE: as the rate of data creation increases at an exponentially escalating 

velocity and the possible use cases involving AI and machine learning evolve too, the 

undoubted benefits to society of this novel processing and the value it can return is widely 

recognised. Itôs been referred to as the ñFourth Industrial Revolutionò. While the benefits are 

easy to articulate, so are the risks. 

The EU Commissionôs White Paper on AI published last week draws attention to the 

potential benefits in healthcare, climate change mitigate, predictive maintenance of machines, 

agriculture, energy, transport and combating environmental degradation. However, as the 2nd 

recital of the Data Protection Directive opined way back in 1995: ñdata processing systems 

are designed to serve manò - technology should serve mankind in order to improve lives while 

respecting their fundamental rights. Thereôs a degree of alignment about the risks posed by 
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AI and ML performed on personal data. The following list is not exhaustive but is illustrative of 

some of the bigger risks over which there is most consensus: 

¶ opaque decision making (ñblack boxò) 

¶ entrenching discrimination (data bias) 

¶ unwarranted intrusion into private lives 

¶ challenging human dignity, 

¶ pluralism 

¶ inclusion 

ñTrustworthy AIò is a prerequisite to its uptake and to unlocking the benefits of this 

revolution. We engender trust by being transparent about the risks and by explaining how 

those risks are being mitigated and managed. If the risks are identified, mitigated and 

the success of that governance is subject to ongoing monitoring the benefits can 

outweigh the risks.  

As the report launched on 10th February by the Committee on Standards in Public Life on 

ñArtificial Standards and Public Standardsò makes clear the Nolan Principles can flex to 

govern the challenges posed by AI but AI does pose challenges in particular Openness 

(Transparency), Accountability (responsibility for the decisions taken and for the 

provision of a meaningful explanation) and Objectivity (data bias perpetuating 

discrimination).  

CSPL recommends the Gvt issuing an authoritative set of universally applicable ethical 

principles while acknowledging all the good work done by the ICO (AI Auditing Framework, 

Project ExplAIn), the DCMS, CDEI and the OAI/ATI). These universal ethical principles 

could bridge any gap between rapidly evolving new technologies and the governance 

set out for personal data processing in the GDPR (the text of which was agreed in 2015).  

CONCLUDING REMARKS: The rigid construct of black and white letter law may not sit easily 

with new data processing possibilities leading to a perceived gap in the GDPRôs ability to 

stimulate and not stifle innovation.  Ethical principles representing flexible consistency 

through periods of rapid change can usefully guide organisations towards a correct 

operationalisation of the GDPRôs principles even in novel situations. 
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Andrew Pakes, Research Director, Prospect 

 

I am the research director of a trade union called Prospect. I am going to talk about work. 

Prospect is an independent trade union that represents 145.000 members across science 

specialist professional roles and many workers in technology. My contribution is based on a 

double insight of our members, because an increasing number of them are involved in the 

design of machine learning and new technology solutions, particularly those who work in public 

service and some of the big public service agencies. Secondly, an increasing number of our 

members are on the receiving end of new technology coming into the workplace. I am going 

to speak from some of our perspectives in terms of worker experiences and employees.  

My main message is that in this debate is that we do not talk about data and work enough. 

It seems to be one of the missing areas. When we talk about it, much of that discussion is 

around data and GDPR. It is primarily based on individual rights and that is important for us 

as citizens. However, the contractual relationship of work is different to our citizenship rights. 

It is different to personal data. There is an asymmetry of power, there is aggregate data, there 

are decisions and consent and choices, which people are asked to make. Individual choices 

are fundamentally different to me sitting in my house deciding what a costs or b should know 

about me. The level of decision-making or power is different to that, so we need to 

understand how we talk about some of that. A couple of speakers have talked about value. 

This is an interesting concept for us. We tend to put value and ownership together, but both 

of those things lend to have a British end of the debate - which is about individual rights. What 

we do not seem to talk about much is value and collective or group rights. That is important 






























